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Abstract In recent years, new developments have led

to an increasing number of Virtual Reality-based ex-

periments, but little is known about their validity com-

pared to real-world experiments. To this end, an exper-

iment was carried out which compares responses given

in a real-world environment to responses given in a

Virtual Reality (VR) environment. In the experiment,

thirty participants rated the overall listening experience

of music excerpts while sitting in a cinema and a listen-

ing booth being in a real-world environment and in a

VR environment. In addition, the VR system that was

used to carry out the sessions in the VR environment

is presented in detail.

Results indicate that there are only minor statistically

significant differences between the two environments

when the overall listening experience is rated. Further-

more, in the real-world environment, the ratings given

in the listening booth were slightly higher than in the

cinema.
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1 Introduction

The ways auditory experiments are conducted is evolv-

ing. Until a few years ago, the majority of experiments

has mainly been conducted in laboratory environments.

The advantage of laboratory experiments is that con-

founding variables can be controlled to a certain extend

and experimenters can monitor the participants.

Nowadays, conducting so-called web-based exper-

iments (or Internet experiments) is becoming more

popular (Welch and Krantz, 1996; Schoeffler et al.,

2015; Pysiewicz, 2014). The validity of web-based ex-

periments has been evaluated by various researchers

who came to the conclusion that this type of exper-

iment results in very similar outcome compared to

real-world experiments1 (Pysiewicz, 2014; Schoeffler

et al., 2013b). Compared to laboratory experiments,

web-based experiments support a simplified recruit-

ment process since the experiment can be accessed by

any web-enabled device from all over the world. One

of the main disadvantages of web-based experiments is

that they lack full control over the experiment proce-

dure. Moreover, web-based experiments are not suited

for all types of experiments related to spatial audio,

especially, e. g., if they require specific room acoustics.

VR experiments have the potential to overcome this

issue by providing an authentic visual and auditory

representation of a specific room.

The term VR describes the simulation of an envi-

ronment that creates the immersion to be present in

places in the real or in an imagined world (Steuer, 1992).

A simulated physical presence becomes only plausible

1 In this paper, the term real-world experiment is used to
describe experiments that were conducted under laboratory
conditions in the real-world (and not in the VR). Sometimes
this term is also used as a synonym for the term field experi-
ment.
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for humans when several requirements are met. Stan-

ney (1995) described issues related to these require-

ments which must be solved to reach the full poten-

tial of VR systems, including human performance, user

characteristics, visual and auditory perception, absence

of cybersickness and social impacts (see also Stanney

et al. (1998)). Some of these issues were investigated

by experimental studies in order to measure their influ-

ence on the perceived level of presence (van Dam et al.,

2002; Sanchez-Vives and Slater, 2005; Schuemie et al.,

2001). One could argue that an authentic visual stimu-

lus might not be important when conducting auditory

experiments, but many studies have shown that the vi-

sual stimulus has a significant influence when partic-

ipants give responses to auditory stimuli (Seeber and

Fastl, 2004; Werner and Siegel, 2011; Werner et al.,

2012; Gorzel et al., 2012).

Increasing computational power and capabilities

of VR devices, e. g. higher display resolution of head-

mounted displays, allow rendering virtual environments

more accurately in real-time, resulting in more authen-

tic visual and auditory representations. An authentic

auditory representation of an environment can be

achieved by binaural synthesis. When using binaural

synthesis, audio algorithms process two signals, where

each signal corresponds to a single ear of a listener. For

example, room impulse responses of a room (which con-

tain information about the acoustical characteristics of

a room) can be measured by a dummy head having one

microphone in each ear. A set of such room impulse

responses is called binaural room impulse responses

(BRIRs). When convolving a (single-channel) auditory

stimulus with a BRIR, the resulting audio signal sounds

like an accurate reproduction of the stimulus played

back in the measured room at the exact position where

the BRIRs were recorded.

In the future, web-based experiments might be com-

bined with VR experiments having both advantages:

theoretical access to millions of participants and the

possibility to create any type of environment, provided

participants have a compatible VR device at home.

In order to draw scientifically correct conclusions from

such experiments, both types, web-based and VR ex-

periments, must be valid compared to real-world ex-

periments. Therefore, results of VR experiments must

be compared to the results of real-world experiments, to

find out under which circumstances they become valid.

This work investigates the validity of an auditory

experiment conducted in a real-world and a VR envi-

ronment. In Section 3, a system is presented which was

developed to carry out the VR sessions of the auditory

experiment. The system consists of a modified game en-

gine which allows a virtual scene to be rendered on a

head-mounted display, an apparatus to measure BRIRs

for any number of head positions, and a real-time con-

volution engine for convolving the BRIRs with auditory

stimuli. A pair of headphones is used to reproduce the

convolved auditory stimuli.

In the experiment, participants rated their per-

ceived overall listening experience (OLE) while listen-

ing to short music excerpts in different types of rooms.

OLE is a term used for describing the sensation, per-

ception, and cognition that is active when someone

listens to sound events. A rating of the OLE reflects

the resulting enjoyment of listening to this sound

event (Schoeffler and Herre, 2013, 2014a). Thus, when

listeners rate the OLE, they are asked to take into

account every factor that influences their enjoyment

while listening to something. Such factors of influence

might include song, lyrics, audio quality, listener’s

mood, listening room, and reproduction system. Since

so many factors might have an influence, the OLE has

been shown to be a very holistic attribute, where each

person has different preferences (Schoeffler and Herre,

2014b). As the term OLE is only used in the context

of listening experience, it is a subattribute of the more

general term Quality of Experience which describes the

degree of enjoyment or satisfaction of humans while

using a system. Le Callet et al. (2012) defined Quality

of Experience as follows:

“Quality of Experience (QoE) is the degree of

delight or annoyance of the user of an application

or service. It results from the fulfillment of his

or her expectations with respect to the utility

and/or enjoyment of the application or service

in the light of the user’s personality and current
state.”

The participants of the presented experiment evalu-

ated the OLE of short music excerpts in a cinema and in

a small listening booth. The short music excerpts were

mixed in 5.1 surround sound. In order to contribute to

the validation of VR experiments, the participants were

present in a real cinema and listening booth, and also

in a virtual representation of the two rooms. Two main

hypotheses are stated that were answered by means of

the presented experiment:

Hypothesis I

The OLE ratings given in the VR environment do

not differ from those given in the real-world experi-

ment.

Hypothesis II

The OLE ratings that were given while being

present in the (real-world) cinema do not dif-

fer from those given in the (real-world) listening

booth.
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Besides adding questions targeting those hypotheses to

the experiment, we also added some questions that are

related to the acoustical characteristics of the room and

reproduction system used. For example, we asked the

participants how far away they perceived a sound source

or what amount of reverberation they estimated. The

goal of asking these questions is not to find out whether

acoustical characteristics are perceived differently in a

VR experiment and in a real-world experiment. In our

opinion, answering such a research question would re-

quire a dedicated and more comprehensive experiment.

Instead, we want to give some indications as to which

might be the basis for hypotheses of experiments con-

ducted in the near future.

The detailed methodology of the experiment is

described in Section 4.1. By comparing the responses

given in the real-world environment and given in the

VR environment, we give some indication to what

degree the VR environment was valid compared to the

real-world environment (see Section 4.2). The results

are subsequently discussed in Section 4.3.

In the next section, we give a short introduction

into three approaches used to create a VR environment.

Furthermore, state-of-the-art VR systems are presented

focusing on the audio rendering. Next, studies are re-

viewed that already compared the results of a VR ex-

periment to results of a real-world experiment. Lastly,

we summarize the current literature that is related to

our second hypothesis and might give some hints as to

how much the room influences the OLE.

2 Related Work

2.1 Virtual Reality Technologies

VR environments can be created by various approaches.

The most common ones are cave automatic virtual

environments (CAVEs) and head-mounted displays

(HMDs).

In a CAVE, images of a scene are projected on mul-

tiple walls (and sometimes also on the floor and ceiling)

of a room (Cruz-Neira et al., 1992). The images of the

scene are updated according to the user’s head position

and viewed by stereoscopic glasses. One major advan-

tage of a CAVE is that the field of view is typically very

wide, allowing the user to walk around within the vir-

tual scene without decreasing the state of immersion. A

disadvantage of CAVEs is that a lot of equipment (pro-

jectors, head-tracker, glasses etc.) and space are needed

to create a VR environment. Both a wide field of view

and the need for no additional resources is offered by

binocular HMDs which are devices, worn on the head,

having one or two integrated displays.

Binocular HMDs which have only one display typi-

cally show two views. The views are separated, whereby

each eye is focusing on a different view, which enables

monocular HMDs to offer the same stereoscopy effect

as binocular HMDs with two displays. A comprehen-

sive review of HMDs is given by Cakmakci and Rolland

(2006). Since the release of the Oculus Rift, a low-cost

HMD currently offering low-latency headtracking and a

75 Hz display with a resolution of 960 x 1080 pixels per

eye (Development Kit 2), VR devices have received a lot

of attention. The release followed announcements of big

electronic companies, like Samsung and Sony, to release

their own VR HMDs (Samung’s Gear VR and Sony’s

Morpheus). In our study, a Oculus Rift is utilized in our

system to track the user’s head position and to render

the graphical representation of our virtual scene.

2.2 Audio in Virtual Reality

Although the visual stimulus is probably the main point

of interest of publications related to VR, there are a few

publications describing the audio processing in more

detail or propose new approaches for enhancing the lis-

tening experience of users (Astheimer, 1993).

The CAVE at RWTH Aachen University uses an

audio rendering system based on binaural synthesis

that uses loudspeakers for reproduction instead of

headphones (Kuhlen et al., 2007; Schröder et al., 2010).

When using a pair of loudspeakers for reproduction of

binaural signals, it is intended that the audio signal of

the left speaker is emitted only to the left ear and the

audio signal of the right speaker is emitted only to the

right ear. When reproducing binaural signals by loud-

speakers, there is crosstalk between the loudspeakers,

meaning that, e. g., audio signals from the left loud-

speaker arriving also at the right ear. To overcome this

problem they use dynamic crosstalk cancelation which

suppresses the crosstalk between the loudspeakers.

In order to process an auditory representation of

the virtual scene in real-time, their system uses a

fast convolution which is a technique that also our

VR system uses. The term fast convolution describes

techniques that use a fast fourier transform (FFT) to

convolve audio signals with BRIRs in the frequency

domain (Stockham, 1966; Torger and Farina, 2001).

Thereby, the convolution is performed by a multi-

plication of the discrete fourier spectra. Moreover,

the convolution is processed block-wise, where each

block contains a number of samples that correspond

to the block length of the sound interface. Thus, the

input-to-output latency is dependent on the block

length, e.g., when having a sample rate of 48000 Hz,

a block length of 4096 samples leads to a delay of
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4096
48000 Hz = 0.0853 seconds. A uniformly partitioned con-

volution splits BRIRs into multiple parts, where each

part typically has the same number of samples equal

to the block length. Besides the uniformly partitioned

convolution, non-uniformly partitioned convolution

also exists, where BRIRs are split into multiple parts

with different numbers of samples (Gardner, 1994). By

using parts with a number of samples higher than the

block length, the computational effort is reduced com-

pared to a uniformly partitioned convolution (Garcia,

2002). The system of Schröder et al. (2010) utilizes a

non-uniformly partitioned convolution since their use-

cases require simultaneously rendering a high number

of virtual sound sources. Since our use-case requires

only a limited number of virtual sound sources to be

rendered, a uniformly partitioned convolution is used

in our system.

DeFanti et al. (2009) argue that binaural ap-

proaches, especially headphone-based and head-tracked

systems, are very useful for single-user scenarios but

they are not well suited for multiple simultaneous

users who may also want to converse with each other.

The audio rendering of their system (StarCAVE) is

achieved using surround speakers and wave field syn-

thesis (WFS). The basic idea behind the WFS is based

on the Huygens-Fresnel principle, which states that

any wavefront can be assembled by a superposition of

elementary spherical waves (Berkhout et al., 1993). In

practice, this is achieved by a large array of indepen-

dently controlled loudspeakers that is used to create

the same pressure wave of a virtual sound source as

an actual sound source located somewhere inside the

sound field.

More work on the connection between audio and

VR has been done in the field of auditory virtual en-

vironments (AVEs). AVEs are defined as the auditory

components of virtual environments which aim at cre-

ating situations in which humans have perceptions that

do not correspond to their physical environment but to

the virtual one (Novo, 2005). A comprehensive overview

of AVEs is given by Gilkey and Anderson (2014). Sil-

zle et al. (2004) addressed the basic concepts of AVEs

and described a comprehensive system with the purpose

to generate AVEs. How a strong sense of presence is

achieved by AVEs has been studied by Västfjäll (2003)

and Larsson et al. (2004).

2.3 Real-world Experiments vs. Virtual Reality

Experiments

Nowadays, VR systems are used in various fields, e. g.,

phobia therapy, military training, entertainment, and

scientific experimental research (Loomis et al., 1999;

Sanchez-Vives and Slater, 2005; Bowman and McMa-

han, 2007). In some of these works, VR experiments

were carried out and their results were compared to a

real-world experiment.

Bella (2004) conducted a social experiment to inves-

tigate the speed of vehicles while driving in work zone

areas and compared the results of the VR experiment

with the real-world scenario. The VR system he built

was a driving simulator, aiming to be as similar as pos-

sible to an actual car. User interfaces (pedals, steering

wheels, and gear lever) were installed on a real vehicle.

The scenario of the construction site was projected onto

three big screens: one in the center in front of the vehicle

and two lateral ones angled at 60 ◦ with respect to the

plane of the central screen. The whole setup was con-

nected to a sound system to reproduce the sounds of the

engine. The visuals and audio were rendered according

to the traveling conditions of the vehicle, depending on

the actions of the driver on the pedals and the steering

wheel. The vehicles’ speeds in the real-world work zone

were measured by a laser speedmeter and compared to

speed measurements obtained by the VR experiment.

Bella’s results show that samples from the VR exper-

iment and the real-world scenario belong to the same

population, i.e., no significant differences existed be-

tween the two environments in his scenario.

Gurusamy et al. (2008) investigated the effective-

ness of VR trainings for laparoscopic surgery compared

to other training methods including conventional (real-

world) training. To this end, they compiled clinical tri-

als that address laparoscopic surgery and analyzed the

results. They came to the conclusion that VR trainings

are helpful, especially for young surgeons at the begin-

ning of their laparoscopic training, e. g., VR training re-

duced the operating time, error, and unnecessary move-

ments during laparoscopic cholecystectomy (removal of

the gallbladder). Moreover, there is convincing evidence

that VR training is a useful supplement to conventional

training in laparoscopic cholecystectomy for surgical

residents with limited laparoscopic experience.

Vora et al. (2002) measured the degree of immer-

sion and presence felt by subjects when conducting an

aircraft visual inspection training in a VR simulator

compared to the conventional PC-based training appli-

cation. Although, PC-based training is not performed

in the real-world, the work of Vora et al. shows how

VR can be utilized to substitute conventional training

methods. Their VR system was based on a HMD with

six degree-of-freedom headtracking and used to create

a virtual cargo bay environment. The results of their

study show that the VR system scored well in most as-

pects of presence and was favored over the PC-based

training.
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More work on training has been done by Kozak et al.

(1993), Witmer et al. (1996), Sveistrup et al. (2003),

Rose et al. (2000), Bossard et al. (2008), and Psotka

(1995).

As one can see, a lot work has been published to

quantify the effect of VR in comparison to real-world

tasks. To our knowledge, none of this work has mainly

focused on auditory experiments. This paper is a con-

tribution towards quantifying the effect of VR environ-

ments on auditory experiments.

2.4 Listening Room and Overall Listening Experience

The OLE (or a related attribute) is included in many

models that aim to describe the process from starting

with the sensation of an auditory stimulus and ending

with a qualitative rating of the perceived listening ex-

perience. In 1972, Prince (1972) published a paradigm

for describing this process. He presented his paradigm

as a dependency graph showing which factors might be

involved in a response to music and how they might

be connected. His conclusion is that a wide range of

factors (e.g., personality, maturity, musical ability, ex-

pectation, and even muscle movement) might be in-

volved in the process of formulating a response and

should be considered for research. Another model that

was published by Blauert and Jekosch (2012) struc-

ture the formation process of sound-quality judgments.

Their model is divided into four different layers: Au-

ditive Quality, Aural-scene Quality, Acoustic Quality,

and Aural-communication Quality. If one assigns the at-

tribute OLE to their model, he or she would very likely

assign it to the Aural-communication Quality layer.

The Aural-communication Quality layer is described as

the most abstract layer and its assigned attributes can-

not be easily described by physical measures or features

of an audio signal. Schoeffler and Herre (2014a) pro-

posed a model that allows various other models to be in-

tegrated and can be used to predict OLE ratings. Their

model includes the sensation, perception, and cognition

of an auditory stimulus and the personality, ability, and

state of a listener.

The OLE, being a very holistic attribute, is con-

sidered to be influenced by many factors, but only a

few studies were conducted to investigate these factors

of influence on the OLE. For example, degradations

in audio quality (like distortions in frequency do-

main or bandwidth-degradation) have a strong effect

on the OLE (Schoeffler and Herre, 2013; Schoeffler

et al., 2013a; Rumsey et al., 2005). Furthermore, the

individual listener, including his or her personality,

has been shown to have a significant influence on

the OLE (Pearson and Dollinger, 2004; Schoeffler and

Herre, 2014b).

Related to spatial audio, the influence on up- and

down-mix algorithms has been investigated by Schoef-

fler et al. (2014a). An up- or down-mix algorithm is

needed when an audio source material has fewer, or

more respectively, channels than the reproduction sys-

tem. For example, a down-mix algorithm is needed

when 5.1 surround material is played back by a stereo

reproduction system. If no down-mix algorithm is ap-

plied, information contained in the center and surround

loudspeakers would be discarded. In their study, par-

ticipants rated the overall listening experience while

listening to up- and down-mixed music. The results

of the study indicated that the down- or up-mix al-

gorithm has only a minor influence on OLE ratings.

There was one exception, a low-quality up-mix and

a low-quality down-mix that were considered to be

lower anchors in the study. In another study, Rum-

sey et al. (2005) showed that surround sound is very

important for preference ratings given by näıve listen-

ers. Furthermore, they proposed a regression model

fitted with their experiment results that predicts pref-

erence ratings of näıve listeners based on the timbral

quality and spatial quality ratings of expert listeners.

The findings of Rumsey et al. were confirmed by an

experiment of Schoeffler et al. (2014b) where the in-

fluence of single-/multi-channel systems (mono, stereo,

and 5.1 surround sound) used for reproduction was

subject to investigation. In their study, participants

rated the overall listening experience while listening to

music reproduced by different reproduction systems.

The mono, stereo, and 5.1 surround sound system had
significant influences on the OLE ratings. In particular,

the mono system had the weakest effect and the 5.1

surround sound system had the strongest effect. In the

same study, the effect of the listening room was inves-

tigated. The study consisted of two main experiment

sessions. In the first experiment session, listeners were

asked to rate the OLE while sitting in a professional

listening room and listening to a short music excerpt

reproduced by mono, stereo, and 5.1 surround sound.

Two and a half months later, the same experiment

was conducted but this time listeners sat in a common

office room (second experiment session). In both ses-

sions, participants were sitting inside a black-colored

360 ◦ masking curtain made of deco-molton that was

installed to veil the loudspeakers and the appearance

of the room. By using a masking curtain, the experi-

menters controlled the influence of the visual stimulus

on the OLE and expected that the participants would

focus on the acoustic characteristics of the room. The

office room had a reverberation time that would have
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RoomyModels Ogrey(GameyEngine) BRIRs

<<component>><<component>>

ConvolutionyEngineVRyApplication

VRySystem

<<manifest>><<manifest>><<manifest>>

Tracker

Fig. 1: Software architecture of the VR system depicted

as an UML component diagram.

been rated by acousticians very low compared to the

professional listening room. However, comparing the

results of both sessions, no significant differences were

found. Although the experiment presented in this paper

focuses on investigating the effect of VR environments

on experiments, the experiment also continues the

study of Schoeffler et al. by investigating the differ-

ences between two rooms without veiling the rooms’

visual appearance (Hypothesis II).

3 System for VR Experiments

3.1 Overview

Our VR system consists of two main components: the

VR Application and the Convolution Engine (see Fig-

ure 1). The main purpose of the VR application is to

process the user’s input and to render the visual rep-

resentation of the virtual scene on the display of the

HMD. Thus, the VR application contains the whole

business logic, e. g. showing the instructions to the par-

ticipants, controlling the workflow of the experiment,

and fetching sensor data from the HMD. The second

main component is the Convolution Engine which re-

trieves head-tracking data from the VR Application and

renders the auditory stimuli. The system we present

does not contain any major new algorithms that we

want to propose to the VR community. The compo-

nents use state-of-the-art algorithms or common prac-

tices interacting with each other in order to create an

authentic VR environment.

3.2 VR Application

The VR Application must render virtual scenes in

which a participant of an experiment is sitting inside

a room and taking part in an auditory experiment. In

order to authentically render appearance of a room,

Fig. 2: Wire-frame view of the cinema model (upper

image) and listening booth model (lower image).

we created models of the two rooms we used in the

experiment. The first room was a medium-sized cinema

and the second one was a small listening booth, both

located at the venue of the Fraunhofer IIS in Erlangen,

Germany. More details about the rooms are given in

Section 4.1.3. Both models were modeled true-to-scale,

since we were using blueprints of the rooms. Figure 2

depicts wire frame views of the two models.

For rendering the models, we used a game engine

called OGRE (The OGRE Team, 2013). The main rea-

son for using OGRE was that it is completely open-

source. When we started to implement our VR system,

no graphics engine had official support for the Ocu-

lus Rift. Therefore, we relied on modifying parts of the

source code of a graphics engine in order to render a

virtual scene into two views (of a HMD). In addition,

OGRE has also an active community, which made it

the optimal choice for us at that point in time.

Besides rendering the room appearance, the VR Ap-

plication enables participants to read instructions and

to listen to auditory stimuli and rate them. In typi-

cal real-world experiments, a graphical user interface

(GUI) (or sometimes sheets of papers) is used where

participants can read instructions and rate stimuli. To

have the same experience in VR, we programmed a GUI

framework (based on Gui3D (Frechaud, 2013)) that al-



On the Validity of Virtual Reality-based Auditory Experiments 7

lowed us to create a virtual screen within the virtual

environment. On this screen, we could place GUI ele-

ments (buttons, textfields, audio players, etc.) into an

interface similar to the one used in the real-world ex-

periment. For our experiment, we placed such a virtual

screen at a monitor model of the VR listening booth.

In the VR cinema, we placed the virtual screen at the

cinema screen.

One could design the same GUI for a VR exper-

iment as would be used in a real-world experiment.

However, due to technical limitations of the Oculus Rift

(and other VR HMDs) having the same look&feel can

lead to unexpected results. Nowadays, the resolution of

a typical monitor is about 1920 × 1080 pixels. Assum-

ing the GUI of the real-world experiment is shown in

full-screen, all pixels are used for presenting the GUI.

The display of the current version of the Oculus Rift

has a resolution of 1920 × 1080 pixels. As the display

is split into two views (for each eye one view), the max-

imum resolution for rendering the virtual scene is lim-

ited to 960 × 1080 pixels. Moreover, only a small area

of the provided resolution is used for rendering the vir-

tual screen that shows the GUI. In the VR listening

booth, the actual resolution that is used for rendering

the virtual screen is about 550 × 325 pixels, consid-

ering the participant is sitting in front of the monitor

and looking towards the monitor. Sitting in the VR

cinema, about 500 × 295 pixels are used for rendering

the virtual screen. In addition to having only a very

limited number of pixels to render a GUI in the VR

environment, the so-called screen-door effect (or fixed-

pattern noise) deteriorates the appearance of the GUI.

The screen-door effect is a visual artifact in which the

fine lines separating the display’s pixels become visible

in the rendered image, especially on white backgrounds.

Such an effect is very present on HMD since users’ eyes

are very close to the display. Moreover, HMDs have in

most cases a low resolution which enhances this effect.

When a GUI of 1920 × 1080 pixels is scaled to 550 ×
325 or 500 × 295 pixels and the screen-door effect is

present, the GUI significantly loses the intended look.

To overcome this problem, one could design a GUI hav-

ing only very simple control elements that use a lot of

space. We tested such an approach in a usability test,

where very basic GUIs were shown on a display in a

real-world environment. The participants reported that

it felt very “unnatural” to use such a GUI, e. g., where

a button has the width and the height of about 10 %

of the total display resolution. Therefore, we decided

to design two different look&feels for the experiment,

where great care was taken to present the same infor-

mation by the two different GUIs. The differences are

Fig. 3: Screenshots taken from the real-word experi-

ment software (upper image) and the VR experiment

software (lower image).

depicted in Figure 3, where screenshots of the two dif-

ferent GUIs are shown.

In our system the mouse is used to give responses by

clicking on control elements shown by a screen of a vir-

tual display. Another feature of our VR application is

that mouse-movements of the user in the real-world are

also shown in the VR environment. The reason for inte-

grating this feature is that many participants of a pilot

experiment reported that the visual and auditory rep-

resentation was very satisfying but it just felt unnatural

to move the mouse and not to have any visual feedback

in the VR environment. In order to implement a visual

feedback, we used the x- and y-coordinates of the mouse

pointer which could be retrieved from the operating sys-

tem. The values of the coordinates were converted to a

mm-scale of the real-world. For example, if the value

of the x-coordinate was about the width of the screen,

the virtual mouse was moved to the right-end of the

area were the virtual mouse was located. This basic ap-

proach has some limitations, so, e. g., if someone lifted

or moved the mouse very far away, the location of the

visual mouse would not correspond to the location of

the real-world mouse. A more advanced approach would

require tracking the coordinates of the real-world by a

camera or sensor located inside the mouse, but results of
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another usability test indicated that the used approach

would be sufficient for the final experiment.

3.3 Audio Rendering

3.3.1 BRIRs Measurements

In general, BRIRs are measured by placing a dummy

head with two in-ear microphones at the listening po-

sition and playing back a stimulus (excitation signal)

from a loudspeaker. The stimulus is recorded by the

two microphones resulting in two signals from which

the BRIRs are extracted. There are several approaches

to do this, where each approach has its advantages and

disadvantages. Nowadays, it is common practice to use

a variant of the logarithmic-sweep method, since these

kinds of methods provide excellent signal-to-noise ra-

tios. The BRIRs that are used for rendering the audi-

tory stimulus in the VR rooms were measured with a

logarithmic-sweep method based on the approach pro-

posed by Müller and Massarani (2001).

For the VR environment, we measured BRIRs with

a dummy head in both rooms at the same location

where the virtual avatar of the participant would sit. In

order to achieve satisfying immersion, we had to mea-

sure BRIRs at different head rotations. The reason for

this is that the localization of sound sources (or spatial

hearing in general) is strongly influenced by perceived

differences between the ears. For example, the localiza-

tion of sound sources is, among other factors, depen-

dent on the so-called interaural time difference (ITD)

and interaural level difference (ILD) (Palomäki et al.,

2005; Sandel et al., 1955). The ITD is the difference in

arrival time between two ears of two sounds. If a sound

arrives earlier at the right ear, we instinctively assume

that the sound is coming from the right. The ILD, some-

times also called interaural intensity difference (IID), is

similar to the ITD but describes the differences in loud-

ness between the two ears. If a sound source is located

at the front of the listener and the listener moves his or

her head, the ITD and ILD change.

Since participants usually move their heads while

sitting in an auditory experiment with loudspeakers,

head movement must be supported by a VR system.

Moreover, sound sources should be perceived as similar

as possible to the way they are perceived in the real-

world while moving. Therefore, we measured BRIRs at

different head positions with a custom-made dummy

head (designed by Hess and Weishäupl (2014)) that

supports neck and head movements in the three ro-

tational degrees of freedom. The dummy head has a

mechanical compression spring which allows a range of

motion of ±30◦ for pitch and roll. Four stepper motors

are used to tilt a base board holding the dummy head

in which two microphones (DPA 4061) in the ear-canals

are incorporated for binaural measurements. This con-

struction is placed on a rotatory actuator, a combina-

tion of stepper motor and turntable. For rotation in the

horizontal plane a full turn would be possible, but it is

limited by software to ±90◦. The dummy head consists

of many parts, including motors and microphones, that

influence the measured impulse responses. Great care

was therefore taken to obtain impulse responses as au-

thentic as possible (e. g. by powering off the motors

during the sweep playback).

The dummy head was programmed to automati-

cally move its head according to a list of configured

head rotations. Moreover, the head was connected to

the sound system of the room to be measured, allowing

automatically triggering measurement at each position.

The dummy head was configured to measure BRIRs

with a length of 32768 samples using a sample rate of

48000 Hz. The resulting length of each impulse response

was 32768
48000 Hz = 0.683 seconds. The range and resolution

of head rotations measured were different for yaw, pitch,

and roll. The dummy head yawed from−40◦ to 40◦ with

a step size of 1◦. Pitch movement ranged from −6◦ to 6◦

and roll movement ranged from −3◦ to 3◦. Both move-

ments used a step size of 3◦. The reason for introducing

a wider range in yaw than in pitch and roll was that

changes in yaw have a stronger influence on human spa-

tial perception (Blauert, 1997), especially if a surround

sound setup without height loudspeakers is used. The

same applies to the step sizes used. The step size in yaw

was chosen to be smallest due to its importance for the

spatial perception. The maximum step sizes of 3◦ were
chosen as they lead to adequate results and are a very

good compromise regarding the time needed for mea-

suring all BRIRs (Lindau et al., 2008). We recorded the

5.1 surround sound system that was installed in each

room, resulting in six input channels.

The user experience would have been significantly

improved if individual/person-specific BRIRs had been

used (Väljamäe et al., 2004). When individual BRIRs

are measured, the person itself, or an accurate replica

of his or her ears, head, and torso, must be used during

the measurement. Due to the high number of partici-

pants and the high number of sessions, using individ-

ual BRIRs was considered to be too time-consuming.

Moreover, in total, 1215 different head rotations and

six different channels were measured which took about

ten hours for one room. Therefore, if individual BRIRs

had been measured, a person would have had to spend

the same amount of time plus additional time for ori-

enting the person’s head, since each measurement had

to be accurate to much less than one degree.
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Fig. 4: The dummy head used for the BRIRs measure-

ment. On the left hand side, the torso and a part of the

four stepper motors can be seen. The right hand side

shows the dummy head while conducting a measure-

ment. The lap mouse pad in front of the dummy head

was also used in the real-world sessions.

3.3.2 Convolution Engine

We implemented a convolution engine that allowed

us to convolve any number of input signals and

BRIRs (Schoeffler and Hess, 2012). As a 5.1 surround

sound format was used in the experiment, we con-

figured the convolution engine to convolve six input

channels with six BRIRs (filters) for each ear. The

convolution engine used is based on a fast convolution,

so multiplication in frequency domain is applied (a
detailed introduction into convolutions in frequency

domain is given by Lathi and Green (2014)). The

following equations show how our convolution engine

works in detail.

The convolution engine is parameterized by the fol-

lowing attributes:

– s ∈ {left, right} is the side of the headphone

– p ∈ {left, right, center, . . . } is the loudspeaker

channel

– block number n

– rn is the position and rotation (in all three axes) of

the listener’s head at block number n

The output signal ys is dependent on the input signal

xp of indefinite length and the impulse response hp,rn,s

of finite length LH . Since the signals are block-wise pro-

cessed, the input signal xp is divided into blocks, where

each block consists of a number of samples equal to the

block length of the audio interface.

The input signal consists of blocks xp
i with block length

LI

xp = [xp
0 , x

p
1 , x

p
2 , . . .] , (1)

where i is the block index. Next, the filter hp,rn,s is

divided into N sub filters h
p,rn,s
j (j ∈ {0, 1, . . . , N − 1})

with length LI

hp,rn,s =
[
h

p,rn,s
0 , h

p,rn,s
1 , h

p,rn,s
2 , . . . , h

p,rn,s
N−1

]
. (2)

LI does not need to be a factor of LH since in case of

N · LI > LH zero-padding is applied

h
p,rn,s
N−1 [u] =

{
hp,rn,s[w + u] if w + u < LH

0 otherwise
, (3)

where w = (N − 1) · LI and u ∈ {0, 1, . . . , LI − 1}.

To prevent aliasing due to circular convolution, h
p,rn,s
j

is zero-padded to length 2LI

h′
p,rn,s
j =

[
h

p,rn,s
j , 0, 0, . . .

]
. (4)

The signal block x′
p
i is expanded to length 2LI

x′
p
i =

{
[0, 0, . . . , 0, xp

i ] if i = 0[
xp
i−1, x

p
i

]
otherwise

, (5)

where i ∈ {0, 1, 2, . . .}.
Next, the filter and the input signal are transformed

into frequency domain

H
p,rn,s
j = FFT

{
h′

p,rn,s
j

}
and Xp

i = FFT
{
x′

p
i

}
.

(6)

Since the filtering is linear, successive blocks can be
filtered with the corresponding sub-filter one at a time

and the output blocks are fitted together to form the

overall signal

y′
p,rn,s
n = IFFT

{
N−1∑
k=0

Xp
n−k ·H

p,rn,s
k

}
. (7)

Xp
n−k is set to zero if n− k < 0.

y′
p,rn,s
n has length 2LI . While the first half is the over-

lapping part of the convolution and is discarded, the

second half contains the required output block of one

channel p at one position rn

y
p,rn,s
n =

[
y′

p,rn,s
n [LI ], y′

p,rn,s
n [LI + 1], . . . , y′

p,rn,s
n [2LI − 1]

]
.

(8)

Due to the fact that there are measurements of impulse

responses for only a finite number of rotations r, the

closest r to the actual rotation is chosen. If the value

of the current r, rn, is different from the previous rn−1,
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the output signal ys
n is computed by a squared cosine

cross-fading of y
p,rn−1,s
n and y

p,rn,s
n

y
p,rn−1,s

n,weighted[u] = y
p,rn−1,s
n [u] cos2

(
π · u
2LI

)
(9)

y
p,rn,s
n,weighted[u] = yp,rn,s

n [u]

(
1− cos2

(
π · u
2LI

))
(10)

where u ∈ {0, 1, . . . , LI − 1}.
Finally, the output signal is calculated

ys
n =

{
1
P

∑
p y

p,rn,s
n if rn−1 = rn

1
P

∑
p y

p,rn−1,s

n,weighted + y
p,rn,s
n,weighted otherwise

,

(11)

where P is the number of loudspeaker channels.

4 Experiment

4.1 Method

The purpose of the experiment was to test Hypothe-

sis I (“The OLE ratings given in the VR environment

do not differ from those given in the real-world experi-

ment”) and Hypothesis II (“The OLE ratings that were

given while being present in the (real-world) cinema do

not differ from those given in the (real-world) listening

booth.”). To this end, participants joined five sessions,

where they rated the OLE of music excerpts. In the first

session (basic item session) they rated the OLE of mu-

sic stimuli in a “neutral room” with headphones. These

ratings were expected to reflect how much a partici-

pant likes a specific stimulus without being influenced

by the room or the environment. In the other four ses-

sions, participants sat in the cinema or listening booth

either in the VR or in the real-world environment.

4.1.1 Participants

Thirty participants (24 males, 6 females) volunteered

to participate in the experiment. Twenty participants

reported an age between 20 and 29 years, nine reported

being between 30 and 39 years old and one participant

reported being between 40 and 59 years old. Twenty

participants identified themselves as professionals in au-

dio (audio researchers, audio engineers, Tonmeisters,

etc.). Twenty-seven participants were familiar with lis-

tening tests and indicated that they had volunteered for

at least one listening test before. Twelve participants

reported that they regularly play computer games for

more than one hour a week.

Song Interpreter

You’re Beautiful James Blunt
She Drives Me Crazy Fine Young Cannibals
Everyday Is A Winding Road Sheryl Crow
Cold As Ice Foreigner
Messias Georg Friedrich Händel
In My Head Jason Derulo
Ironic Alanis Morissette
Symphony Nr. 4 Peter I. Tschaikowsky
Have You Ever Seen The Rain Creedence Clearwater Revival
Long Train Runnin’ The Doobie Brothers
Amazing Seal
Shout Tears For Fears
Chase The Thrill Nikka Costa
Tonight Alex Max Band

Table 1: Selected music excerpts of the experiment.

4.1.2 Stimuli

Two sets of stimuli were used in the experiment.

The first set was used for giving some indication

of how much the responses of listening-room- and

reproduction-system-dependent attributes differ be-

tween the VR and real-world environment. The first

set contained the following stimuli:

pink noise The pink noise signal (peak = −10.4 dB,

crest factor = 12.3 dB) had a duration of ten seconds

and was rendered in mono. It was thus played back

by the center channel of the surround systems.

castanets The castanets signal was recorded dry and

had a duration of about seven seconds. The cas-

tanets recording was mixed in stereo. It was thus

played back by the left and the right channel.

drums The drums recording was a seven-second-long

beat where mainly the bass drum, toms, and cym-

bals were played. The drums recording was also

mixed in stereo.

The second set of stimuli was used to rate the OLE

and contained fifteen music excerpts of songs of various

genres (see Table 1). The songs were obtained from the

“Mercedes-Benz Signature Sound” DVD and the “BR

Klangdimensionen” DVD. The excerpts had a duration

of about ten seconds and mainly covered the most rec-

ognizable part of the song (e. g., the refrain). The stim-

uli of the second set were originally mixed in 5.1 sur-

round sound. In the first session, the basic item session,

the participants used headphones, so stereo-downmixes

of the stimuli were played back.

In order to have all stimuli within the same range

of loudness, an EBU-R128 loudness-normalization was

applied (European Broadcasting Union, 2011).

4.1.3 Materials and Apparatus

Software Infrastructure The undertaking of the

experiment required a complex software infrastructure
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since many components were involved and sessions had

to be taken by participants in parallel. The main rea-

son for parallel sessions was that in total 150 sessions

(30 participants × 5 sessions) had to be supervised and

the rooms could only be booked for a limited period

of time. The software infrastructure mainly consisted

of the VR Application, which was already described in

Section 3 and a Web Application, which was used for

the basic item session and the two real-world sessions.

An overview of the complete software infrastructure as

a UML component diagram is shown in Figure 5.

The Web Application is mainly a framework that

was developed at the International Audio Laboratories

Erlangen for the purpose of easily and time-efficiently

creating GUIs for experiments by using web technolo-

gies. The Web Application was deployed in two vari-

ants: The first variant was used in the basic item session

and the second variant was used in the two real-world

sessions. The difference between the two variants was

that the basic item session had a totally different pro-

cedure than the two real-world sessions.

All three applications accessed the same data source

that contained the music excerpts that were used as

stimuli in the experiment. The Web Application of the

basic item sessions retrieved the stereo down-mixes

as they were used during the first session. The other

two applications fetched the original 5.1 surround

sound mixes. The responses of the participants and

all other data needed was stored into and retrieved

from a MySQL database. Furthermore, the database

component executed consistency checks, e. g., checking

that the same session was not performed twice by a

participant and confirming that participants took the

sessions in the intended order.

Professional Listening Room The participants sat

in a professional listening room during the basic item

session and the VR sessions.

In the basic item session, participants sat at a desk,

where a 24” widescreen LCD monitor, mouse, and key-

board were placed. The monitor displayed the exper-

iment software. The participants used Beyerdynamics

DT 770 PRO headphones connected to a LAKE People

Phone AMP G109 amplifier.

The audio equipment used for the VR environment

sessions is described in the next paragraph.

Virtual Environment The VR sessions were done

on a high-end PC on which the VR Application was

running. A PreSonus Audio Box 44VSL sound in-

terface was connected to the PC. Participants used

electrostatic headphones (Stax SR-507) driven by a

Stax SRM 600 amplifier which was connected to the

<<component>>

<<artifact>><<artifact>><<artifact>>

RoomDModels Ogre BRIRs

<<component>>

ConvolutionDEngine

VRDExperiment

<<component>>

VRDApplication

<<component>>

<<component>>

WebDApplication

RealDExperiment
<<component>>

<<component>>

WebDApplication

RegistrationDSession

<<component>>

Database

<<artifact>>

MySQL

<<artifact>>

Music

<<component>>

SoundDDriver

<<manifest>><<manifest>><<manifest>>

Tracker

<<manifest>>

<<manifest>>

Fig. 5: Software architecture of all systems used in the

experiment.

PreSonus sound interface. The measured BRIRs were

post-processed to compensate the headphone’s transfer

function by inverse filtering.

As mentioned before, the Oculus Rift HMD was

used to render the images of the virtual scene and to

track head positions of the participants. The display of

the Oculus Rift had a resolution of 960 × 1080 pixels

per eye, and could be set to a refresh rate of 60, 72,

and 75 Hz. For the virtual sessions, we set the refresh

rate to 75 Hz. The orientational head-tracking is based

on data from a gyroscope, accelerometer, and magne-

tometer and has an update rate of 1000 Hz.

The Oculus Rift also supports positional tracking

which was not fully enabled in our VR application,

since we measured only BRIRs with different orienta-

tional positions. The VR application allowed only trans-

lational movements of ±10 cm in normal direction of

the median, frontal, and horizontal planes. If a partici-

pant moved his or her head more than ±10 cm in any of

these axes, the virtual avatar of the participant stopped

moving its head. In previous usability tests, stopping

the movement was well recognized as a feedback that

translational movements are not fully supported, and

the limit of 10 cm turned out to be a good trade-off.
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Fig. 6: Screenshots of the virtual scenes as they were

displayed on the Oculus Rift. The upper screenshot

shows the VR cinema and the lower screenshot shows

the VR listening booth. Each screenshot shows two

views of the scene: the left one rendered for the left

eye and the right one rendered for the right eye.

The stereoscopic effect of the Oculus Rift can be

optimized by configuring the interpupillary distance

(IPD) of a person. Since it would have been too time-
consuming to measure the individual IPD of each

participant, we defined and used only two profiles

(male and female). The male profile had an IPD of

64.5 mm and the female profile had an IPD of 62.5 mm.

Figure 8 and Figure 7 depict the VR listening booth

and the VR cinema. Figure 6 depicts two screenshots

that show how the virtual scenes of the cinema and lis-

tening booth were rendered on the display of the Oculus

Rift.

Listening Booth The listening booth had room mea-

surements of 1.81 × 2.44 × 2.07 m and provided enough

space for one participant. A desk was placed inside

the listening booth on which a monitor, keyboard, and

mouse was placed. The monitor was used to display the

experiment software. Inside the listening booth, a 5.1

surround sound system was installed with five Genelec

8030 APM speakers and one Genelec 7050B subwoofer.

The speakers and the subwoofer were controlled by a

SPL Surround Monitor Controller (Model 2489).

Fig. 7: The upper image shows the real-world cinema

and the lower image shows the VR cinema.

The reverberation times of the listening booth are

shown in Figure 10. A picture of the listening booth is

shown in Figure 8.

Cinema The cinema had room measurements of 12.3

× 8.75 × 5.6 m (height measured at stage) and a capac-

ity of 70 seats (7 rows with 10 seats each). The cinema

had installed multiple sound systems. We used the 5.1

surround sound system which is based on the Alcons

CRMS (Cinema Ribbon Monitor) integrating a 3-way

main channel (left/center/right) and a 2-way surround

sound system. Since the system must provide an acous-

tical sweet spot wide enough for an entire audience, six

loudspeakers are used for each surround sound chan-

nel. The aspect ratio of the cinema screen was set to

16:9 and room lighting was rather darkened. As in the

VR cinema, every participant sat at the fifth seat in

the fourth row. Since participants had to use a physical

mouse during the experiment, a mouse pad was pro-

vided that could be laid on the lap.

The reverberation times of the cinema are shown in

Figure 10. A picture of the cinema is shown in Figure

7.
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Fig. 8: The left image shows a picture of the real-world

listening booth. The right image shows the correspond-

ing picture from the VR listening booth.

Loudness Equalization Since the loudness level of

music being played back might have a significant impact

on the listening experience, the loudness was equalized

between the real-world environment and the VR envi-

ronment. A pink noise stimulus (peak = −0.7 dB, crest

factor = 12.8 dB) was used for all loudness measure-

ments. The stimulus was recorded with a dummy head

(Cortex Manikin MK1) which had one microphone in-

stalled in each ear.

In the first session, the participants listened to

stereo stimuli with headphones. The loudness of the

playback system was calibrated to 80 dBA SPL for each

microphone.

The loudness of the virtual environment and real-

world environment was measured separately for each

channel. The left and surround left channels were mea-

sured by the microphone installed in the left ear of the

dummy head. The other channels (right, center, LFE,

and surround right) were measured by the right ear of

the dummy head. The loudness of each channel was cal-

ibrated to 70 dBA SPL, except the LFE channel which

was calibrated to 50 dBA SPL. The main reason for cal-

ibrating the LFE channel to a lower loudness was that

the LFE channel plays back only the lower frequency

range of a signal. High volume in such a low frequency

range leads to audible artifacts when reproduced by

headphones.
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Fig. 9: The procedure of the experiment depicted as a

UML activity diagram.

4.1.4 Procedure

The participants had to accomplish five sessions in to-

tal. An overview of the procedure is depicted as a UML

activity diagram in Figure 9.

The first session, the basic item session, took place

in the professional listening room. Participants sat in

front of a computer that ran the experiment software.

All instructions were presented by the experiment
software and participants responded only by using

the experiment software. In the basic item session,

headphones were used for listening to the stimuli. At

the beginning of the session, participants filled out

a questionnaire. They were asked their gender, their

age group, whether they are professionals in audio

(e. g., sound engineers, audio researchers), and about

their familiarization with listening tests. In addition

we asked them whether they play computer games

more than one hour a week and whether they listen via

headphones for more than one hour a week.

The reason for asking the latter two questions was

that the whole procedure of the VR sessions probably

slightly resembles computer games. Therefore, partic-

ipants who often play computer games might find it

easier to interact with the VR environment. The last

question about the headphones was asked because one

major difference between the real-world and VR envi-

ronment is that participants wore headphones in the

VR environment. In case headphones would have de-
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creased the degree of immersion, we wanted to check

whether this is especially true for participants that are

not used to wearing headphones.

After answering all questions, participants read the

instructions about rating the OLE of music excerpts

subsequently presented. The instructions stated that

participants are asked to rate each music excerpt ac-

cording to how much they enjoy listening to it. In addi-

tion, it was emphasized that we were interested in par-

ticipants’ personal opinion and that they should take

everything into account in their rating that they would

take into account in a real-world (non-experiment) sce-

nario. The reason for giving the participants this addi-

tional instruction is that the majority of listening tests

conducted at our institute are about assessing audio

quality. In order to avoid that a participant acciden-

tally rates the audio quality of the items, we added this

additional instruction.

After reading the instructions, participants were

asked to rate the OLE of fourteen music excerpts in

a multi-stimulus comparison, which means that all

music excerpts were presented on the same screen.

As mentioned in Section 4.1.2, the stereo down-mixes

of the stimuli were played back in this session. The

order in which the music excerpts were presented was

randomized. The question that was asked to the partic-

ipants was “How much do you enjoy listening to each

item?”. Participants responded by using a five-star

Likert scale which was labeled with “not at all”, “not

a lot”, “average”, “much”, and “very much”. Each

music excerpt could be played back as often as desired.

In order to rate a music excerpt, participants had to

completely play back the music excerpt at least once.

In the remainder of the paper, the ratings retrieved

from the first session are called basic item ratings.

Next, the participants filled out another ques-

tionnaire where feedback could be given to the experi-

menters. At the end of the first session, each participant

had to spend a few minutes trying out a demo applica-

tion of the Oculus Rift. The purpose of playing around

with the Oculus Rift was to familiarize the participants

to better avoid cybersickness during the VR sessions.

Furthermore, we tested whether each participant could

clearly see using either the male or female IPD profile.

The basic item session was followed by another four

sessions: one session in the real-world cinema, one in the

real-world listening booth, one in the VR cinema, and

one in the VR listening booth. Between each session

participants had to take a break of at least a few hours.

If possible, the next session was taken one day after the

last session. The reason for having these long breaks

was that participants might get annoyed or bored when

they listen to the same song several times over a short

period of time. The four sessions had almost the same

procedure. One major difference between the real-world

sessions and the VR sessions was that the GUI of the ex-

periment software had a different look&feel, which was

already mentioned in Section 3.2. The real-world cin-

ema and real-world listening booth sessions took place

in the respective rooms. The VR sessions took place in

the professional listening room which was also used for

the first session.

In all four sessions, the experimenter was not in

the room, so all instructions were given by the experi-

ment software and participants gave all responses using

the experiment software. The experimenters were only

present at the beginning of the VR sessions to help the

participants setting up the Oculus Rift and to make

sure that they wore the headphones with the correct

orientation.

Each session was divided into two parts. In the first

part, questions were asked that were related to room

acoustics. In the second part, participants rated the

OLE of music excerpts.

At the beginning of each of the four sessions, in-

structions were shown to the participants. The instruc-

tions gave some information that the following ques-

tions are related to the room acoustics and the percep-

tion of sound. The first question asked was how loud

they perceive the presented stimulus (pink noise). As

with the other stimuli, participants were allowed to play

back the stimulus as often as desired. To report the

loudness, participants used a Likert scale with the val-

ues “very quiet”, “quiet”, “normal”, “loud”, and “very

loud”. Next, the stimulus “castanets” was presented

and participants were asked how much reverb the room

had. The question about reverb was answered on a Lik-

ert scale with the values “none”, “a little”, “average”,
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“much”, and “very much”. Subsequently, the partic-

ipants had to indicate how far away they perceive a

stimulus (pink noise). They reported the location by a

Likert scale with the values “very near”, “near”, “av-

erage”, “far”, and “very far”. Then, two questions fol-

lowed where participants were asked how much they

like the bass and the treble of a stimulus (drums). The

participants gave both ratings on a Likert scale with the

values “not at all”, “not al lot”, “average”, “much”, and

“very much”. When the last question was answered, the

second part of the session started.

Again, instructions were shown to the participants

which were very similar to the instructions shown in

the basic item session. They were instructed to rate the

OLE of short music excerpts and it was again empha-

sized that we were interested in participants’ personal

opinion. Next, the fourteen music excerpts were pre-

sented in a single-stimulus comparison, i. e., each music

excerpt was separately rated. The question we asked to

the participants was “How much do you enjoy listen-

ing to this item?”. Participants gave their responses on

the same five-star Likert scale used in the first session.

In order to rate a music excerpt, participants had to

completely play back the music excerpt at least once.

A screenshot of the GUI as it was used in the real-world

sessions and in the VR sessions is shown in Figure 3.

In case the session was a VR session, participants were

asked whether they felt dizzy while doing the session.

This question could be answered with “no”, “a bit”, or

“yes”.

4.2 Results

The most important dependent variable, item rating, is

strictly speaking an ordinal variable. Therefore, the hy-

potheses are mainly verified by non-parametric statis-

tics. Nevertheless, due to predominant use of paramet-

ric statistics and since the item ratings can also be inter-

preted as an interval or ratio variable (number of stars),

parametric statistics might additionally be used to con-

firm the results of the non-parametric statistics. More-

over, since significance levels do not provide enough in-

formation about the practical or theoretical importance

of an effect, effect sizes are also reported (Fritz et al.,

2012). Throughout the paper, Pearson’s r is used as

an effect size (Fritz et al., 2012) when non-parametric

statistics (e. g. Wilcoxon signed-rank test) were applied.

The values of r can vary from −1 to 1, −1 indicating a

perfect negative relation, 1 indicating a perfect positive

relation, and 0 indicating no relation between two vari-

ables. The strength of an effect is interpreted according

to Cohen’s guidelines (Cohen, 1988), with r = 0.1 is a

weak effect, r = 0.3 is a moderate effect and r = 0.5
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Fig. 11: Relative frequencies of the basic item ratings

retrieved from the first session and the item ratings

retrieved from the other four sessions.

is a strong effect. In the case that parametric statistics

(e. g. paired t-test) were applied, Cohen’s d is used as an

effect size metric. The meaning of the effect size value

is interpreted according to the standard interpretation:

d = 0.2 is a small effect, d = 0.5 is a moderate effect,

and d = 0.8 is a strong effect.

Participants needed on average 6.7 min (SD2 = 2.2)

for the basic item session. A single real-world session

took on average 6.9 min (SD = 2.2) and a single VR

session on average 7.4 min (SD = 1.1). All item rat-

ings retrieved from the participants are visualized by a

frequency plot depicted in Figure 11.

Hypothesis I In order to test the first hypothesis

(“The OLE ratings given in the VR environment do not

differ from those given in the real-world experiment”),

differences between the item ratings retrieved from the

real-world sessions and from the VR sessions are inves-

tigated in more detail. The mean absolute difference is

0.51 stars (SD = 0.62) between item ratings given in

the VR sessions and item ratings given in the real-world

sessions. A Wilcoxon signed-rank test is applied to test

whether the differences between the rating are sta-

tistically significant3 (Wilcoxon, 1945). The Wilcoxon

signed-rank test indicated that the ratings given in

the VR environment were statistically significantly

lower than ratings given in the real-world environment

(Z = −3.623, p =< .001). However, the effect size of

2 M = mean, SD = standard deviation, N = number of
samples.
3 The significance level α is set to 0.05 in this paper.
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Coefficient Estimate p-value

basic item rating = 2 1.85 < .001
basic item rating = 3 3.56 < .001
basic item rating = 4 5.29 < .001
basic item rating = 5 6.82 < .001

env = VR -0.07 .573
room = LB 0.20 .134

env = VR, room = LB -0.31 .094

Threshold coefficients:
Estimate

1 Star |2 Stars -0.52
2 Stars|3 Stars 1.97
3 Stars|4 Stars 4.56
4 Stars|5 Stars 7.10

Maximum likelihood pseudo R2: 0.45
Cragg and Uhler’s pseudo R2: 0.48

Table 2: Logit cumulative link model of the item rat-

ings.

the differences is very low r = Z√
N

= −0.088. A paired

t-test results in the same outcome since the ratings

were significantly different (t(839) = −3.6, p =< .001).

Additionally, the weak effect is confirmed by Cohen’s

d = −0.10. To confirm the weak negative effect of the

VR environment, a cumulative link model (CLM) was

calculated. A CLM is a modification of a regression

model for ordinal dependent variables (Agresti, 2002).

The calculated CLM predicts item ratings based on

the corresponding basic item ratings, the room and the

environment. Additionally, the CLM checked for an

interaction effect between room and environment. As

one can see in Table 2, the VR environment has a very

weak and non-significant effect on the item ratings.

Furthermore, a negative interaction effect is detected

for the VR environment in combination with the listen-

ing booth. This interaction effect is not significant for

the chosen significance level α. In conclusion, according

to our results, Hypothesis I must be rejected: OLE

ratings obtained from the VR sessions are significantly

lower than the ratings obtained from the real-world

sessions.

Hypothesis II For testing the second hypothesis

(“The OLE ratings that were given while being present

in the (real-world) cinema do not differ from those given

in the (real-world) listening booth”), the differences

between the ratings given in different rooms are inves-

tigated. Overall, the mean of the absolute difference

between the item ratings given in the cinema and given

in the listening booth were 0.53 stars (SD = 0.62).

A Wilcoxon signed-rank test (Z = 1.937, p = .054)

indicated the difference between ratings given in the

listening booth and in the cinema are not significant.

The effect size of the differences is very low r = 0.067

(slightly positive effect for the listening booth). When

analyzing the ratings of both rooms by a paired t-test,

the difference turns out to be just statistically signifi-

cant (t(419) = 1.98, p = .048). In accordance with the

effect size r, Cohen’s d also indicates a very weak effect

of the listening room (d = 0.078). The cumulative link

model (Table 2) confirms both results by showing a

slightly positive effect of the listening booth. Moreover,

in the cumulative link model, the effect size of the

listening booth is not statistically significant different

from zero. In conclusion, based on the results of the

Wilcoxon signed-rank test and the cumulative link

model, Hypothesis II is accepted. Based on the results

of the paired t-test, Hypothesis II is rejected, but the

effect size is very weak, thus practical importance of

the differences is doubtful.

As mentioned in Section 1, we added some questions

related to the room acoustics and the spatial perception

of the participants. The relative frequency plots of the

answers to these questions are shown in Figure 12. For

each of these additional questions, a Wilcoxon signed-

rank test was applied on the ratings given in the VR

environment and on the ratings given in the real-world

environment. Since the responses to these additional

questions were not the main subject of interest, the in-

dependent variable room is not evaluated in detail. The

answers to the question “How loud is this item?” indi-

cated that the VR environment was statistically not

significantly rated more quiet than the real-world en-

vironment (Z = −1.988, p = .064, r = −.181). Accord-

ing to the answers to question “How much reverb has

this room?”, participants indicated that they perceived

more reverb in the VR environment than in the real-

world environment (Z = 0.482, p = .649, r = .044).

The stimuli of question “How far away do you perceive

the sound?” were perceived further away in the VR en-

vironment than in the real-world environment (Z =

1.028, p = .345, r = .094). The answers to the question

“How much do you like the bass of this item?” indicated

that the bass was less liked in the VR environment

than in the real-world environment (Z = −2.986, p =

.003, r = −.273). The treble was also slightly less liked

in the VR environment than in the real-world environ-

ment (Z = −0.674, p = .600, r = −.061).

After each VR session, the participants were asked

whether they felt dizzy while taking part in the ses-

sion. The participants answered 34 times with “no”

(56.67 %), 19 times with “a bit” (31.67 %), and 7 times

with “yes” (11.67 %).

4.3 Discussion

The experiment revealed some differences between the

real-world environment and the VR environment. First
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Fig. 12: Relative frequencies of the responses to the

questions about room acoustics and spatial perception.

of all, participants needed more time in the VR ses-

sions (M = 7.4 min) than in the real-world sessions

(M = 6.9 min). Many participants reported that, espe-

cially at the beginning of the VR sessions, they spent

a few moments to just look around and to examine the

VR rooms. Spending some time just for examining the

VR environment might not have a strong effect on the

results of an experiment. The perfect outcome for the

VR sessions would have been if the participants had not

behaved significantly differently from the real-world ses-

sions, meaning they would have needed approximately

the same amount of time in both environments. This

might have been achieved by additional training ses-

sions in the same rooms that were later used in the VR

sessions. Such additional training sessions would have

allowed participants to familiarize themselves with the

virtual rooms. These were not included because then

additional training sessions should have been included

for the real-world environment, too, in order to treat

the two environments equally. Moreover, adding more

training sessions would have been too time-consuming

for the participants.

The first hypothesis had to be rejected as the item

ratings retrieved from the VR environment turned out

to be significantly lower than the ratings retrieved from

the real-world environment. However, the effect size of

the VR environment was found to be very weak. Es-

pecially, ratings given in the VR listening booth were

lower than ratings given in the other sessions. Regard-

ing this issue, participants reported that the instruc-

tions and control elements in the VR listening booth

were harder to read than in the VR cinema, which

might have had an influence on their overall enjoyment.

One reason for the limited readability is that the VR lis-

tening booth was brighter and more colorful than the

VR cinema, having the consequence that the “screen

door effect” was more apparent. The VR cinema was

a bit darkened, so the black lines separating the dis-

play’s pixels were less perceivable. Furthermore, by be-

ing in a more colorful and brighter room, the limited

resolution of the Oculus Rift becomes more perceiv-

able. Another reason was that the virtual monitor of

the listening booth scene was much closer to the par-

ticipants than the stage of the VR cinema. Participants

described the greater distance to the VR cinema stage

as much more relaxing compared to the shorter dis-

tance to the monitor in the VR listening booth. Based

on the weak effect sizes, we conclude that our results

are in line with Bella’s experiment (Bella, 2004), where

the VR environment and the real-world environment

also had a weak effect on the experiment’s results. In

summary, although the first hypothesis was rejected,

we conclude that VR environments are suitable for ex-

periments related to OLE since we found only minor

differences between the VR and the real-world environ-

ment.



18 Michael Schoeffler et al.

Based on results of a Wilcoxon signed-rank test

and a cumulative link model, the second hypothesis

had to be accepted since ratings given in the real-world

listening booth were non-significantly higher than the

ratings given in the real-world cinema. One reason for

the slightly favored listening booth might be that the

sound emitted from the surround channels was much

better perceived in this room. In the cinema, the sur-

round left and surround right channel are displayed by a

large loudspeaker array where some loudspeakers were

located at the front left and front right of the partici-

pant. Thus, the surround channels could be perceived as

additional front channels. Moreover, the majority of the

music excerpts were mixed as foreground-background

mixes meaning that mainly ambient signal-parts were

emitted by the surround loudspeakers. In addition, the

loudness of the background was low compared to the

foreground. Altogether, the music excerpts sounded

more like stereo mixes in the cinema. As shown by a

previous experiment, surround sound strongly enhances

the OLE, which might be the reason for the lower rat-

ings (Schoeffler et al., 2014b). However, music excerpts

auditioned in the listening booth were not rated much

higher than music excerpts listened to in the cinema.

That surround sound is only slightly higher rated than

stereo when rated in two different sessions has already

been demonstrated by Schoeffler et al. (2014a).

The additional questions we asked to the partici-

pants were answered quite differently depending on the

room and environment (see Figure 12). As already men-

tioned a few times before, analysis of these answers

must be interpreted with great care since this part of

the experiment is rather informal and these questions

were added with the purpose of giving some indications

for future experiments.

The loudness was equalized to the same level for

all rooms and environments. The fact that participants

would equally rate the apparent loudness was therefore

more or less expected. However, in the real-world lis-

tening booth, participants rated the loudness as “loud”

more often than in the other rooms. Unfortunately, no

feedback from the participants addressed this issue, so

we can only guess what the reasons could be. Loud-

ness is perceived subjectively and dependent on many

factors. For example, differences in perceived loudness

between the real-world cinema and real-world listen-

ing booth can be explained by the findings of Mershon

et al. (1981), who conducted an experiment to inves-

tigate the relationship between distance and perceived

loudness. They found out that by increasing the dis-

tance but keeping the same loudness level, the loudness

is perceived louder. In the listening booth, the speakers

were located much closer to the participants than in

the real-world cinema, so the loudness in the listening

booth should be perceived to be quieter according to

the findings of Mershon et al. However, our results are

in contrast to those findings. Moreover, no other studies

exist to our knowledge that investigated the loudness-

to-distance relationship related to our scenario. There-

fore, the differences in loudness ratings cannot be con-

clusively clarified. Another issue is that in the VR envi-

ronment there is almost no difference between the an-

swers, indicating that the loudness-to-distance relation-

ship is not present in VR environments. In order to test

this hypothesis, another VR experiment focusing on the

effect of distance on the loudness must be performed.

The questions about the amount of reverb and the

distance of the sound source were answered quite dif-

ferently. Therefore, no conclusions can be drawn based

on the answers to these two questions.

Participants differently answered the question about

how much the bass was liked when listening to the

drums stimulus. In particular, the bass was rated signif-

icantly higher in the real-world environment. The rea-

son for this might be that the stimulus was reproduced

by headphones in the VR environment and by loud-

speakers in the real-world environment. Loudspeakers

have the advantage of reproducing the bass of a stimu-

lus more powerful than headphones. When participants

rated the treble, there was no significant effect of the

environment on the ratings. In contrast to reproducing

the bass, headphones do not have such limitations with

the treble.

5 Conclusion

A VR system was developed that allows creation of

virtual scenes of experiments. The system renders the

auditory stimuli by utilizing a set of BRIRs which is se-

lected according to the user’s head position. An experi-

ment was implemented using the system, where ratings

given in a VR environment were compared to ratings

given in a real-world environment. In the experiment,

participants rated the OLE of music excerpts while be-

ing in a cinema and a listening booth. For each room,

the participants rated the music excerpts while being

present in either the real-world or in the VR. Compar-

ison of the results indicates that the ratings associated

with the VR are slightly lower than the ratings retrieved

from the real-world. In the real-world environment, mu-

sic excerpts were rated slightly higher in the listening

booth than in the cinema. In order to contribute to the

validity of VR auditory experiments in general, future

experiments must investigate other dependent percep-

tional variables such as sound quality, reverberation,

loudness, and distance.
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P., and Alku, P. Spatial processing in human auditory
cortex: The effects of 3d, ITD, and ILD stimulation tech-
niques. Cognitive Brain Research, 24(3):364–379, 2005.

Pearson, J. L. and Dollinger, S. J. Music preference correlates
of jungian types. Personality and Individual Differences,
36(5):1005–1008, 2004.

Prince, W. F. A paradigm for research on music listening.
Journal of Research in Music Education, 20(4):445–455,
1972.

Psotka, J. Immersive training systems: Virtual reality and
education and training. Instructional Science, 23(5-6):405–
431, 1995.

Pysiewicz, A. On the validity of web-based auditory per-
ception experiments [master thesis]. Master’s thesis, TU
Berlin, 2014.

Rose, F. D., Attree, E. A., Brooks, B. M., Parslow, D. M.,
Penn, P. R., and Ambihaipahan, N. Training in virtual
environments: transfer to real world tasks and equivalence
to real task training. Ergonomics, 43(4):494–511, 2000.

Rumsey, F., Zielinski, S., Kassier, R., and Bech, S. Relation-
ships between experienced listener ratings of multichannel
audio quality and naive listener preferences. The Journal
of the Acoustical Society of America, 117(6):3832–3840,
2005.

Sanchez-Vives, M. V. and Slater, M. From presence to con-
sciousness through virtual reality. Nature Reviews. Neuro-



20 Michael Schoeffler et al.

science, 6(6):332–339, May 2005.
Sandel, T. T., Teas, D. C., Feddersen, W. E., and Jeffress,

L. A. Localization of sound from single and paired sources.
The Journal of the Acoustical Society of America, 27:842–
852, 1955.

Schoeffler, M. and Herre, J. About the impact of audio qual-
ity on overall listening experience. In Proceedings of Sound
and Music Computing Conference, pages 48–53, Stock-
holm, Sweden, 2013.

Schoeffler, M. and Herre, J. Towards a listener model for
predicting the overall listening experience. In Proc. of Au-
diomostly 2014, Aalborg, Denmark, 2014a.

Schoeffler, M. and Herre, J. About the different types of
listeners for rating the overall listening experience. In Pro-
ceedings of Sound and Music Computing Conference 2014,
Athens, Greece, 2014b.

Schoeffler, M. and Hess, W. A comparison of highly config-
urable CPU-and GPU-based convolution engines. In Audio
Engineering Society Convention 133, San Francisco, USA,
2012.

Schoeffler, M., Edler, B., and Herre, J. How much does au-
dio quality influence ratings of overall listening experience?
In Proc. of the 10th International Symposium on Com-
puter Music Multidisciplinary Research (CMMR), pages
678–693, Marseille, France, 2013a.
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